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Abstract
To speak about the security of information flow in programs employing cryptographic operations, definitions based on computational indistinguishability of distributions over program states have to be used. These definitions, as well as the accompanying analysis tools, are complex and error-prone to argue about. Cryptographically masked flows, proposed by Askarov, Hedin and Sabelfeld, are an abstract execution model and security definition that attempt to abstract away the details of computational security. This abstract model is useful because analysis of programs can be conducted using the usual techniques for enforcing non-interference.

In this paper we investigate under which conditions this abstract model is computationally sound, i.e., when does the security of a program in their model imply the computational security of this program. This paper spells out a reasonable set of conditions and then proposes a simpler abstract model that is nevertheless no more restrictive than the cryptographically masked flows together with these conditions for soundness.

Categories and Subject Descriptors F.3.2 [Semantics of Programming Languages]: Operational Semantics, Program Analysis

General Terms Languages, Security, Verification

Keywords Secure Information Flow, Encryption, Computational Soundness, Cryptographically Masked Flows

1. Introduction
Non-interference (Goguen and Meseguer 1982) is the usual way of defining the secure information flow in programs (Sabelfeld and Myers 2003). It states that varying only the secret inputs of the program must not change the public outputs — public outputs are determined by the non-secret inputs only. For programs containing encryption or other cryptographic operations, such a definition may be too strong, because a ciphertext still depends on the plaintext used to produce it, albeit in a manner that cannot be exploited by an adversary that uses only a reasonable amount of resources. Instead, the notion of computational non-interference (Laud 2003) has to be used. The definition of computational non-interference is quite complex in its structure and in the used domains. The usage of such a definition requires the semantics of the program to be probabilistic, making it more difficult to argue about. Also, the precise program analyses based directly on computational non-interference (Laud 2001, 2003; Laud and Vene 2005) tend to have a complex structure and their correctness is not always so obvious.

It would be nice to have a more “abstract” definition for the semantics of the programming language, as well as for the security of the information flow, such that

(i) the used domains and the structure of definitions are more conventional;
(ii) the security of the program in the abstract model would imply its security in the computational model;
(iii) the abstraction would hide the cryptographic details of the encryption (including the necessary use of probabilistic domains), but not much else of the computational model.

Cryptographically masked flows by Askarov et al. (2006) aims to be such a more abstract model. This model considers an imperative programming language (in the original paper this language is quite feature-rich; we consider a stripped-down version of it) with key generation, encryption and decryption as distinguished operations. In the concrete semantics, corresponding to the real-world implementations of the language, the encryption operation is probabilistic (otherwise it cannot be sufficiently secure). The semantics of a program maps the initial state $S^0$ to a probability distribution $D^f$ over final states. In the model of cryptographically masked flows, henceforth called the abstract semantics, the encryption operation is non-deterministic — the encryption algorithm works in the same way as in the concrete semantics, but each time it flips a coin it gets both 0 and 1 as the result. The abstract semantics of a program maps the initial state $S^0$ to a set $S^f$ of possible final states. The set $S^f$ can be obtained from the distribution $D^f$ by just forgetting the probabilities (at least if there are no other probabilistic operations except key generation and encryption; such requirement is put forth by Askarov et al. (2006)). The definition of secure information flow in the setting of cryptographically masked flows is the conventional possibilistic non-interference (Smith and Volpano 1998) stating that the set of the low-slices of possible final states may not depend on the initial secrets. However, when considering whether the low-slices of two states are equal, we sometimes allow the values of the variables containing ciphertexts to differ. The equivalence of low-slices is defined so that generally all ciphertexts are considered equal, but we can distinguish a pair of two different ciphertexts from a pair of equal ciphertexts. Cryptographically masked flows can hence be said to satisfy the objectives (i) and (iii). The aim of the current paper is to investigate, to what extent and under which conditions the objective (ii) is satisfied.

Askarov et al. (2006) also give a type system for checking whether a program satisfies the non-interference property given by the cryptographically masked flows. In the current paper, we do
not treat this type system in any way; we are interested strictly only in the cryptographically masked flows. Still, the results of this paper and Askarov et al. (2006) together establish that if a program is typable according to this type system, and also satisfies certain conditions that we put on it in this paper, then this program has computationally secure information flow.

In the following we will give a precise definition of the programming language and its concrete and abstract semantics in Sec. 2. We continue by formally stating the definitions of secure information flow in both the concrete and abstract settings in Sec. 3. In Sec. 4 we state and discuss the security definitions that the encryption systems employed in this paper must satisfy. In Sec. 5 we give several examples of programs that seem to violate the computational soundness of cryptographically masked flows and outline the conditions that would exclude such programs, these conditions are formally stated in Sec. 6 and their sufficiency is proved in Sec. 7. Reflecting on the constraints put on the programs we devise a new model for abstract execution and non-interference that is simpler and less restrictive; we describe it in Sec. 8. We finish with a review of some related work in Sec. 9 and discussion on desired properties of such abstractions in general in Sec. 10.

2. Programming language

In this paper we consider programs $P$ in the usual WHILE-language defined by

$$P ::= x ::= o(x_1, \ldots, x_k) | \text{skip} | P_1 ; P_2$$

where $b, x, x_1, \ldots, x_k$ are variables from a given set $\text{Var}$ and $o$ ranges over a fixed set of arithmetic, relational, boolean, etc. operations. Among the operations of the language we will handle the following ones in a special way: new key generation $\text{newkey}$, (symmetric) encryption $\text{enc}$, decryption $\text{dec}$, pairing $\langle \cdot, \cdot \rangle$ and projections $\pi_1$ and $\pi_2$. The language in (Askarov et al. 2006) is much richer, but the subset we are considering here represents the underlying problem well. As usually done in this area (research on secure information flow), we consider only terminating programs — the issue of leaking information by non-termination (or by execution time) is orthogonal to the issues considered here and can be mitigated by known methods (Agat 2000).

Askarov et al. (2006) give a big-step operational semantics for the programming language. The semantics is quite typeful — values from different sources have different types (key, ciphertext, pair, integer) and if the arguments of the operations are not of the right type, the operation gets stuck (in some sense, by disallowing type errors, the semantics already contains some aspects of the enforcement of non-interference). In this paper, we have tried to simplify the operational semantics as much as possible, leaving out such constraints. Rushing ahead, those constraints actually turn out to be necessary for the soundness result, thus they’ll appear again in Sec. 6.

The abstract semantics of expressions is given in Fig. 1. The semantics of an $n$-ary “normal” operation $o$ is a polynomial-time computable function $[o] : \text{Val}^n \rightarrow \text{Val}$ where $\text{Val} = \{0, 1\}^*$ is the set of values (no operations are probabilistic, except key generation and encryption). We assume that there is a distinguished value $\bot \in \text{Val}$ denoting failure, and that all operations are strict with respect to $\bot$. For giving semantics to pairing and projections, we assume that an easily computable and reversible injective function $\rho : \text{Val}^2 \rightarrow \text{Val}$ is fixed; this function is the semantics of the pairing operation. For giving semantics to the key generation, encryption and decryption operations, we fix an encryption system $(\mathcal{K}, \mathcal{E}, \mathcal{D})$. Here $\mathcal{K}$ is the key generation algorithm, $\mathcal{E}$ is the encryption and $\mathcal{D}$ the decryption algorithm. The algorithms $\mathcal{K}$ and $\mathcal{E}$ are probabilistic, $\mathcal{D}$ is deterministic. The algorithm $\mathcal{K}$ takes no arguments, the algorithms $\mathcal{E}$ and $\mathcal{D}$ take two — the key and the plain/ciphertext. For all keys $k$ that can be output by $\mathcal{K}$, for all plaintexts $x \in \text{Val}$ and all ciphertexts $y$ that can be output by $\mathcal{E}(k, x)$, the equality $\mathcal{D}(k, y) = x$ must hold. The decryption is allowed to fail, it has to produce $\bot$ then. The semantics of the operation $\text{newkey}$ is $\mathcal{D}$.

For a probability distribution $D$ we denote by $\text{Supp} D$ the set of all such $x$ where $D(x) > 0$.

The ability of operations, particularly decryption, to fail is different from (Askarov et al. 2006). In their treatment, the failures are invisible — the executions where an operation is about to fail just get stuck and do not contribute anything to the final set of states. In our opinion this is unrealistic, as the failures are definitely visible in the real world.

In Fig. 1, $M$ is a memory — a mapping from variables to values. We see that $[\cdot]_\ast$ is non-deterministic — the key generations and encryptions may have several possible values. Compared to the treatment of Askarov et al. (2006), we have made a simplification — they let the program state also to contain the stream of yet-to-be-generated keys and the operation $\text{newkey}$ takes and returns the first element of that stream (this detail turns out to be important in the security definition, we will discuss it in Sec. 5).

Having defined the abstract semantics of expressions $[\cdot]_\ast$ we now define the transition relation of the abstract small-step structural operational semantics $\xrightarrow{\cdot}$ of the programming language. The relation $\xrightarrow{\cdot}$ relates program configurations $(M, P)$ to program configurations or memories. The definition of $\xrightarrow{\cdot}$ is completely standard (Nielson and Nielson 1992, Chap. 2.2) and is omitted. But note that the non-determinism of $[\cdot]_\ast$ also causes the non-determinism of $\xrightarrow{\cdot}$. We also define $(M, P) \xrightarrow{\cdot} M'$ if $M = \{M' \mid (M, P) \xrightarrow{\cdot} M'\}$.

On the concrete / computational side, the non-deterministic constructs are replaced by probabilistic ones. We define

- $[\cdot]_{\ast\ast}$, relating an expression $e$ to the probability distribution of its values;
- the transition relation $\xrightarrow{\cdot}$ of the concrete small-step structural operational semantics, relating a program configuration $(M, P)$ to a probability distribution $D$ over memories or to a pair $(D, P^\ast)$.

(These straightforward definitions are omitted) Given $\xrightarrow{\cdot}$, we can define the probability of a sequence $(M_0, P_0) \xrightarrow{\cdot} (M_1, P_1) \xrightarrow{\cdot} \cdots \xrightarrow{\cdot} (M_{n-1}, P_{n-1}) \rightarrow M_n$ as the product of the probabilities...
\[ p_1, \ldots, p_n \text{ where } p_i \text{ is the probability of } M_i \text{ in the distribution } D_i \text{ and } D_i \text{ is given by } \langle M_{n-i} \cdot P_{n-i-1} \rangle \overset{\Delta}{\rightarrow} \langle D_i, P_i \rangle \text{ (for } 1 \leq i \leq n-1) \text{ or } \langle M_{n-i} \cdot P_{n-i-1} \rangle \overset{\Delta}{\rightarrow} D_n. \text{ Finally we define } \langle M, P \rangle \overset{\Delta}{\rightarrow} D \text{ relating the initial program memory } M \text{ and the program } P \text{ to the probability distribution } D \text{ over final program memories.} \text{ Here the probability assigned by } D \text{ to some memory } M' \text{ is the sum of probabilities of all sequences } (M, P) \rightarrow M'. \text{ The mapping } D \text{ is indeed a probability distribution (i.e. all probabilities assigned by it sum up to } 1) \text{ because we have disallowed the non-termination of } P.\]

3. Security definition

Let \( \text{Var}_S, \text{Var}_P \subseteq \text{Var} \) be the sets of initial secret and final public variables — we want the adversary that learns the final values of the variables in \( \text{Var}_P \) to be unable to deduce anything it did not know before about the initial values of the variables in \( \text{Var}_S \). We demand \( \text{Var}_S \cap \text{Var}_P = \emptyset \), but not \( \text{Var}_S \cup \text{Var}_P = \text{Var} \) — there may be auxiliary variables that do belong to neither \( \text{Var}_S \) nor \( \text{Var}_P \). We demand that the program does not use the initial values of such auxiliary variables.

To give the definition of non-interference in the abstract setting, Asokar et al. (2006) first defined when two ciphertexts “look the same”. For bit-strings \( y_1, y_2 \) they defined \( y_1 =_E y_2 \) if there exist such \( r, k_1, k_2, x_1, x_2 \), such that \( y_1 = E(r; k_1, x_1) \) and \( y_2 = E(r; k_2, x_2) \). Here the argument \( r \) denotes the choice of the random coins for the algorithm \( E \). I.e. \( y_1 =_E y_2 \) if they could be ciphertexts generated with the same random coins (integer vectors).

This relaxed equality is applied only to ciphertexts. To use it for the values of program variables we have to fix which of those variables contain ciphertexts. Hence let \( \text{Var}_E \subseteq \text{Var}_P \) be the public variables that are assumed to contain ciphertexts. For program memories \( M_1 \) and \( M_2 \) we define the low-equivalence of \( M_1 \) and \( M_2 \), denoted \( M_1 \sim E M_2 \), if \( M_1(x) = M_2(x) \) for all \( x \in \text{Var}_E \). Asokar et al. (2006) define a program \( P \) to be non-interfering if for all program memories \( M_1, M_2 \), such that \( M_1 \sim E M_2 \) and for all memories \( M'_1 \), such that \( \langle M_1, P \rangle \overset{\Delta}{\rightarrow} M'_1 \) there exists a memory \( M'_2 \), such that \( \langle M_2, P \rangle \overset{\Delta}{\rightarrow} M'_2 \). This definition gives us the standard nondeterministic non-interference, only the definition of equality for values has been changed.

In the computational setting, the non-interference is defined as the computational independence of secret inputs and public outputs. To define the asymptotic computational notions we need a security parameter \( n \) relative to which the asymptotics are taken. Hence let the semantics of the operations be parametrized by this security parameter and let their running time be polynomial with respect to this parameter. In particular, the algorithms \( K, E \) and \( D \) take the security parameter as an extra argument. The semantic relations \( \overset{\Delta}{\rightarrow} \) are thus parametrized with \( n \), too.

Let \( D \) be the probability distribution of initial memories for the program \( P \); the adversary knows this distribution. Actually, because of the security parameter, \( D = \{D_n\}_{n \in \mathbb{N}} \) is a family of probability distributions over program memories. The program \( P \) is computationally non-interferent with respect to \( D \) (Laud 2003) if the families of probability distributions (parametrized by \( n \))

\[ \{(M|_{\text{Var}_S}, T|_{\text{Var}_P}) \mid M \overset{\Delta}{\rightarrow} D_n, (M, P) \overset{\Delta}{\rightarrow} D, T \overset{\Delta}{\rightarrow} D \} \]

and

\[ \{(M'|_{\text{Var}_S}, T|_{\text{Var}_P}) \mid M', M' \overset{\Delta}{\rightarrow} D_n, (M', P) \overset{\Delta}{\rightarrow} D', T \overset{\Delta}{\rightarrow} D' \} \]

are computationally indistinguishable. Here \( \left[ E \mid C \right] \) denotes the distribution of the random expression \( E \) under the conditions \( C \). The notation \( M \overset{\Delta}{\rightarrow} D_n \) means that the random variable is distributed according to \( D_n \). Hence the first of the above distributions is that of the initial values of the secret variables and final values of the public variables, where the initial memory \( M \) is sampled according to \( D_n \) and the final memory \( T \) is obtained by executing the program \( P \) (which is probabilistic) on \( M \). The second of the above distributions is that of the same values of the same variables, but here the initial memory \( M' \) and the final memory \( T \) correspond to different runs (the initial memories \( M \) and \( M' \) are sampled independently of each other).

Two families of probability distributions \( D = \{D_n\}_{n \in \mathbb{N}} \) and \( D' = \{D'_n\}_{n \in \mathbb{N}} \) are computationally indistinguishable (this is the cryptographic equivalent for being “the same”) if for all probabilistic polynomial-time (PPT) adversaries \( A \) the difference

\[ \Pr[A(n, x) = 1 \mid x \leftarrow D_n] - \Pr[A(n, x) = 1 \mid x \leftarrow D'_n] \]

is negligible in \( n \). A function \( f \) is negligible if \( f \) is \( o(1/p) \) for any polynomial \( p \).

Our desired result We want to have a soundness theorem with more or less the following wording:

Let \( P \) be a program. If \( P \) satisfies certain conditions and the initial probability distribution \( D \) satisfies certain conditions and \( P \) is non-interferent in the abstract setting then \( P \) is computationally non-interferent with respect to the initial distribution \( D \).

Here the conditions on \( D \) should be something natural, for example the independence of the secret values from the public ones. The conditions on \( P \) should be verifiable in the abstract setting, otherwise we lose the modularity of the approach. In the Sec. 5 we take a look at what these conditions could be. Let us call a program \( P \) well-structured if it obeys those conditions.

In the following we often have to speak about the public part of the result of some computation. For a memory \( M \) we thus define \( M_P \) as the restriction of \( M \) to \( \text{Var}_P \). For a set of memories \( M \) we define \( M_P = \{M_P \mid M \in M \} \). For a probability distribution \( D \) over memories we have to collapse all memories with the same public part — we define \( D_P(M) = \sum_{M \mid M_P = M} D(M) \).

4. Security of encryption systems

So far we have only defined the functionality of an encryption system, but not its security. This definition is necessary when arguing about the security of information flow.

Against passive attacks, the most common security definition is the indistinguishability under chosen plaintext attacks (IND-CPA security) (Bellare et al. 1997). It states that there exists no PPT adversary \( A \) (that has access to an oracle), such that the difference of probabilities

\[ \Pr[A^{E_n(k, \cdot)}(n) = 1 \mid k \leftarrow K_n()] - \Pr[A^{E_n(k, \cdot)^{(i)}(n)}(n) = 1 \mid k \leftarrow K_n()] \]

is non-negligible. This definition is a typical instance of security definitions of cryptographic primitives and systems where the indistinguishability of the “real” functionality from the “ideal” functionality is required. Here the real functionality is the encryption functionality — given a plaintext it returns a corresponding ciphertext. The ideal functionality also returns a ciphertext, but this ciphertext is generated without actually using the plaintext (except its length).

In the definition of \( =_E \), ciphertexts created with different keys may also be considered equal. Hence we need the encryption system to hide the identities of keys (Abadi and Rogaway 2000) as well: for no PPT adversary \( A \), the following difference may be non-
negligible:

\[
Pr[A^{E_n(k, k')}(n)] = 1 \mid k, k' \leftarrow \mathcal{K}_n(1) -
Pr[A^{E_n(k, k')}(n)] = 1 \mid k \leftarrow \mathcal{K}_n(1) .
\]

Our security proofs in this paper will be simpler if we do not state that in the ideal functionality all keys are the same, but state that in the ideal functionality all keys are different. We also give the adversary the possibility to choose among several encryption oracles, not just two (in the definition of IND-CPA, the adversary could also be allowed to access several encrypting oracles simultaneously).

Let \( \mathcal{O} \) be an oracle that works as follows:

- At the initialization (or before it answers its very first query) it independently generates the keys \( k_i \) using the algorithm \( \mathcal{K}_n \) for all \( i \in \mathbb{N} \). Actually, the keys \( k_i \) are not all generated in the beginning of the run, but only right before they are first used.
- When queried with \((i, x)\) the machine \( \mathcal{O} \) returns \( E_n(k_i, x) \).

Let \( \mathcal{O}' \) be an oracle that on query \((i, x)\) generates a new key \( k \), encrypts \( x \) with it and returns the result. An encryption system hides the identities of the keys if and only if no PPT adversary is able to distinguish the oracles \( \mathcal{O} \) and \( \mathcal{O}' \) with non-negligible advantage.

The non-interference definition in the abstract model does not attempt to rule out key cycles (Abadi and Rogaway 2000) in any way. A key cycle of length 1 occurs when a key \( k \) (or a message where \( k \) may be obtained from) is used as a plaintext in encryption with \( k \). In a longer key cycle, the key \( k_1 \) is encrypted with \( k_2 \), the key \( k_2 \) is encrypted with \( k_3 \), etc., until the key \( k_n \) is encrypted again with \( k_1 \). In such scenarios we can find no real functionality, as given in the definition of IND-CPA, that can be replaced with the ideal one. Therefore the definition of IND-CPA does not say anything about the security of such usage of keys. Such usage of keys is certainly possible in programs.

Also, \( =_E \) will have no problem relating ciphertexts whose plaintexts are of obviously different lengths. It may make sense to refine \( =_E \) so that the lengths of plaintexts were discriminated, but the issue of concealing the lengths is orthogonal to other issues in secure information flow. Hence the current choice should be considered reasonable. A strengthening of the definition of IND-CPA to key-dependent messages (Black et al. 2002) that also conceals the lengths of the plaintexts and the identities of the keys can be given as follows.

Let \( \mathcal{O} \) be an oracle that works as follows:

- At the initialization it independently generates the keys \( k_i \) using the algorithm \( \mathcal{K}_n \) for all \( i \in \mathbb{N} \). Actually, the keys \( k_i \) are not all generated in the beginning of the run, but only right before they are first used.
- \( \mathcal{O} \) accepts queries of the form \((i, e)\) where \( i \in \mathbb{N} \) and \( e \) is an expression in some Turing-complete language whose running time is polynomial in \( n \) (we may also state that the query contains the maximum running time of \( e \) as well). The expression \( e \) may contain free variables \( k_j \).
- When queried with \((i, e)\), the machine \( \mathcal{O} \) evaluates \( e \), substituting the values of the keys \( k_j \) to the free variables \( k_j \) of \( e \). It then encrypts the result with the key \( k_i \) and returns it.

Let \( \mathcal{O}^* \) be an oracle that on each query generates a new key and returns the encryption of a fixed constant with this key. The encryption system \((K, E, D)\) is IND-CPA-secure, which key concealing and length-concealing presence of key-dependent messages if no PPT adversary \( A \) can distinguish \( \mathcal{O} \) from \( \mathcal{O}' \), i.e. the difference of probabilities

\[
Pr[A^{E_n(\cdot)}(n)] - Pr[A^{O'^*(\cdot)}(n)]
\]

must be negligible for all PPT \( A \).

The properties considered above only deal with confidentiality of messages, and only with encryption. They do not state anything about what happens if the decryption algorithm is invoked (the definition of encryption systems states that the decryption of a correctly constructed ciphertext must give back the corresponding plaintext, but does not state anything about decrypting other bit-strings). The property that we are going to need is plaintext integrity (INT-PTXT) (Bellare and Namprempre 2000) stating that no PPT adversary \( A \) that is given access to the encryption oracle \( E(k, \cdot) \) (where \( k \) is generated using the key generation algorithm) is able (with non-negligible probability) to output a ciphertext \( c \), such that \( D(k, c) = p \neq \perp \) and \( A \) had not queried the encryption oracle with \( p \) before. Askarov et al. (2006) argue that if the encryption system has plaintext integrity then \( D(k, E(k', x)) \) results in error almost always (i.e. the opposite has only negligible probability). Here \( x \) is any plaintext and \( k, k' \) are two keys that are independent of each other.

The above definition of INT-PTXT does not allow encryption cycles, either. We will turn the given definition into one that allows key-dependent messages in the same way as was done for the definition of IND-CPA. First, we give the adversary access to multiple encryption oracles \( E(k_1, \cdot), E(k_2, \cdot), \ldots \) where the keys \( k_i \) are independently generated. Such access is equivalent to the access to an oracle \( \mathcal{O} \) that on query \((i, x)\) returns \( E(k_i, x) \). After interacting with the oracle \( \mathcal{O} \), the adversary outputs a pair \((i, c)\) and wins if \( D(k_i, c) = p \neq \perp \) and the adversary did not query \( \mathcal{O} \) with \((i, p)\) before. The modification of INT-PTXT we have done so far (replacing a single key \( k \) with multiple keys \( k_1, k_2, \ldots \)) has not been substantial — the modified definition can be proved equivalent to the original definition by a standard hybrid argument (Goldreich 2001, Chap. 3.2.3). We will now modify the definition by allowing key-dependent messages as well — in the query \((i, x)\) to the oracle \( \mathcal{O} \) is not just a bit-string but an expression for computing the bit-string to be encrypted. As before, \( x \) may contain free variables \( k_1, k_2, \ldots \), these are substituted with the values of the keys \( k_1, k_2, \ldots \) that have been generated by \( \mathcal{O} \).

**Existence.** It is not known how to construct encryption systems that are secure in the presence of key-dependent messages, as long as the construction is in the “plain model” i.e. assumes only the existence of one-way functions. Black et al. (2002) give a construction for IND-CPA-secure (with key-dependent messages) encryption system in the random oracle model (Bellare and Rogaway 1993). This model assumes the existence of a globally fixed random function \( H : \{0, 1\}^* \rightarrow \{0, 1\}^\ast \) that all parties (including the adversary, and the expressions it sends to its oracle(s)) can access (in practice, \( H \) is replaced by some function based on some cryptographic hash function). The distribution of \( H \) is such that all bits in its image are distributed fairly and independently of each other. In the encryption system by Black et al. (2002), the key generation algorithm just returns an \( n \)-bit random string (where \( n \) is the security parameter). The encryption algorithm \( E_n(k, x) \) generates an \( n \)-bit random string \( r \) and returns \((r, H_{|k|}(k[r]) \oplus x)\) where \( |k| \) denotes the concatenation of bit-strings and \( H_i \) returns the first \( i \) bits of \( H \). Black et al. (2002) show this system to be IND-CPA-secure. A slight modification of their proof is sufficient to show that this encryption system also conceals the identities of the keys. This encryption system obviously does not hide the length of the plaintext, padding has to be used for that.

Bellare and Namprempre (2000) show how to use message authentication codes (MACs) to provide plaintext (and ciphertext) integrity for encryption systems. A MAC consists of three algorithms
— key generation algorithm, tagging algorithm (taking the key and the message as inputs) and verification algorithm (taking the key, the message and the alleged tag as inputs). The tagging algorithm may be deterministic in which case the verification algorithm simply has to recompute it. A MAC is weakly unforgeable (WUF), if no PPT adversary with the access to tagging and verification algorithms (as oracles) can produce a message and a valid tag, such that the message had not been submitted to the tagging oracle before that. Bellare and Namprempre (2000) prove that a compound encryption system where a message is first tagged with a weakly unforgeable MAC and then encrypted with an IND-CPA-secure cryptosystem (using different keys) provides plaintext integrity. As the encryption operation is the last step in the construction, the construction also preserves the concealing of key identities.

We can modify the definition of weak unforgeability to also allow key-dependent messages (the adversary can then submit expressions, not just messages to the tagging and verification oracles). The proof by Bellare and Namprempre (2000) can then be modified, showing that if the construction is made using primitives that are secure in the presence of key-dependent messages then the resulting encryption system is INT-PTXT-secure also even with key-dependent messages.

A WUF-secure (with key-dependent messages) MAC is easy to construct in the random oracle model. Let the key generation algorithm return a random $n$-bit string and let the tag of the message $x$ with the key $k$ be the first $n$ bits of $H(k|x)$. In this way the tags of the messages are really just random bit-strings that do not reveal anything about $k$.

5. Non-well-structured programs

In this section we give some examples of programs that are secure in the abstract setting, but possibly insecure in the computational setting. We then explain what patterns in programs have to be excluded to make sure that the soundness theorem would not apply to this or analogous programs.

5.1 Bad keys

The program

\[ k := s; p := \text{enc}(k, s) \]

where $\text{Var}_S = \{s\}$ and $\text{Var}_P = \text{Var}_E = \{p\}$, is secure in the abstract setting. In the computational setting we do not know whether $k$ is a good key. Hence we do not know whether $E(s, s)$ sufficiently hides $s$ or not. We cannot use the security definitions of encryption systems to argue about the computational security of this program.

The conditions we put on programs must make sure that only keys generated with the operation newkey can be used as keys in encryption operations.

5.2 Constructing ciphertexts

Similarly to using only good keys when encrypting we must use only good ciphertexts when applying the relaxed equivalence $\equiv_E$ on them.

5.3 Publishing keys

Consider the following program

\[ k := \text{newkey}; p := \text{enc}(k, s) \]

where $\text{Var}_S = \{s\}, \text{Var}_P = \{k,p\}$ and $\text{Var}_E = \{p\}$. According to the possibilistic non-interference definition, this program is secure. Indeed, an initial memory $\{s \mapsto v_s\}$ is transformed to the final memories where the value of $k$ is just a key and the part of the value of $p$ that matters for the relation $\equiv_E$ is just a random initial vector. Hence the public part of the set of final memories does not depend on the initial secret.

On the other hand we would certainly want to consider the preceding program secure if the set of public variables $\text{Var}_P$ would have consisted of just the variable $p$. To avoid considering such programs secure we must make sure that the keys cannot become public. This includes using these keys in computations (other than encryption and possibly decryption), such that the results of those computations become public.

Askarov et al. (2006) actually consider the previous program to be insecure because the program state also contains the values of all yet-to-be-generated keys; these values are treated as high-security inputs. Hence one cannot publish keys or anything that depends on them (except when used in encryption).

5.4 Possibilistic vs. probabilistic security

The following well-known example (McLean 1990) shows that the possibilistic non-interference does not always imply probabilistic (and similarly computational) non-interference.

\[ x := \text{rnd}(0, 1); \quad \text{if } x \text{ then } l := h \text{ else } l := \text{rnd}(1, 100) \]

where $\text{rnd}(a, b)$ returns a uniformly chosen random integer between $a$ and $b$, $l \in \text{Var}_P, h \in \text{Var}_E$ and it is known that the value of $h$ is between 1 and 100. In the possibilistic setting the semantics of $\text{rnd}(a, b)$ is nondeterministic, we have $\text{rnd}(a, b) \equiv c$ for all $c$ where $a \leq c \leq b$.

In the possibilistic setting, the above program is secure because the set of possible final values of $l$ does not depend on the value of $h$. In the probabilistic setting it is insecure because the most probable final value of $l$ is equal to the value of $h$. In our programming language, we can implement $\text{rnd}$ (or something close to it) by using the probabilistic operation $\text{enc}$. For certain constructions of secure encryption systems, the output of $E$ is indistinguishable from a uniformly distributed bit-string.

To avoid considering the previous program, we must disallow computations with ciphertexts. The ciphertexts may be published, included in pairs, encrypted or decrypted, but their “actual value” may not be used in computations.

5.5 Non-failure of bad decryptions

Consider the following program:

\[ k := \text{newkey}; k' := \text{newkey}; l := \text{enc}(k, C); y := \text{dec}(k', x); \quad \text{if } y = \bot \text{ then } l := h \text{ else } l := 1 - h \]

where $C$ is some constant, $\text{Var}_P = \{l\}, \text{Var}_S = \{h\}$ and the possible values of $h$ are 0 and 1. In the concrete (probabilistic) setting, the program is insecure because the then-branch is taken with overwhelming probability. Still, the encryption system may be such that no matter what the values of $k$ and $k'$ are, there is always a negligible chance that the decryption succeeds \footnote{Askarov et al. (2006) actually assume that there is no such chance. But it is not clear whether there exist encryption systems that are which-key concealing but where the decryption with a wrong key always fails.} and the else-branch is taken. This “non-failure” materializes in the possibilistic setting — both branches are possible. Thus the program is secure — the set of possible values of $l$ does not depend on the value of $h$.

This particular program is actually insecure by the definitions given by Askarov et al. (2006) because at the failure of the decryption the execution becomes stuck and hence the then-branch is unreachable. But then we could just replace the predicate “$y = \bot$” with some other predicate $P$ that is satisfied by some of the possible values of $y$ and not satisfied by others. Both branches would then still be reachable in the abstract semantics, but in the concrete semantics the branch corresponding to the value of $P(l)$ would be chosen most of the time.
There is also a negligible chance that the two key generations in the considered program return the same key. If this happens then the value of \( h \) can also be deduced from the value of \( l \) because the else-branch is always taken.

We do not have a good remedy against cases like this where the abstract semantics considers the events that happen only negligibly often in the concrete semantics as equals to the events that happen almost always in the concrete semantics. We thus resort to modifying the abstract semantics, such that two key generations cannot produce equal keys, and the decryption of a ciphertext is possible only with the key that was used in creating it. We change the definition of \( \downarrow^a \), it is now a relation of the form \((M, K_0, C_0, e) \downarrow^a (v, K_s, C_s)\) where \( M \) is the memory, \( e \) the evaluated expression and \( v \) its value. Additionally, \( K_o \) and \( K_s \) are the sets of generated keys before and after the evaluation of \( e \), and \( C_o/C_s \) is the set of triples \((c, k, p)\) of ciphertexts, keys and plaintexts, such that \( c \) has been generated by encrypting \( p \) with \( k \) during the course of the program. The definition of \( \downarrow^a \) for particular expressions is changed as follows:

- For key generations, we have the side condition that the newly generated key \( v \) is not a member of \( K_o \). The set \( K_s \) is then defined as \( K_o \cup \{ v \} \) (for all other operations, \( K_s = K_o \)).

- For encryptions, the generated ciphertext may not yet be a ciphertext in the set \( C_o \). The triple of the newly generated ciphertext, key and plaintext is added to \( C_s \) along with the rest of \( C_o \) (for all other operations, \( C_s = C_o \)).

- The decryption operation \( \text{dec}(k, c) \) first computes the plaintext \( v_p = D(M(k), M(c)) \). It then checks whether \( (v_o, M(k), v_p) \) belongs to \( C_o \) for some value \( v_o \). If this is the case then \( \text{dec}(k, c) \) returns \( v_p \), otherwise it returns \( \bot \).

The sets \( K \) and \( C \) are also added to program configurations.

6. Well-structured programs

To satisfy the necessary constraints demonstrated by the programs in the previous section, it is sufficient to require that all operations that the program (in the abstract semantics) performs are well-typed. Here the types \( \tau \in T \) are defined by the following grammar:

\[
\tau ::= \text{int} \mid \text{key} \mid \text{enc}(\tau) \mid (\tau, \tau),
\]

and the operations of the program expect and produce the values of the following types:

- arithmetic operations (arity \( k \)): \( \text{int}^k \rightarrow \text{int} \);
- key generation: \( \text{key} \);
- encryption: \( \text{key} \times \tau \rightarrow \text{enc}(\tau) \);
- decryption: \( \text{key} \times \text{enc}(\tau) \rightarrow \tau \);
- pairing: \( \tau_1 \times \tau_2 \rightarrow (\tau_1, \tau_2) \);
- projections: \( (\tau_1, \tau_2) \rightarrow \tau_i \).

Also, the guards of the branching statements must have the type \( \text{int} \), the secret inputs (i.e., the initial values of the variables in \( \text{Var}_s \)) must also have the type \( \text{int} \), final values of the variables in \( \text{Var}_f \) must have types of the form \( \text{enc}(\tau) \), and final values of the variables in \( \text{Var}_p \) may not have a type that has a component \( \text{key} \) (define that the only component of the types \( \text{int}, \text{key} \) and \( \text{enc}(\tau) \) is that type itself, and the components of the type \( (\tau_1, \tau_2) \) are the components of \( \tau_1 \) and \( \tau_2 \)).

The previous paragraph spoke about the types of values, not variables. Indeed, we can allow the typing to be dynamic, extending the memories with the information about the current types of variables. This dynamic typing disallows the usage of non-keys as keys and the usage of “actual values” of keys (excluding encryption and decryption) and ciphertexts. To formalize this typing we again extend the definition of \( \downarrow^a \): it is now a set of judgements of the form \((M, K_0, C_0, e) \downarrow^a (v, \tau, K_s, C_s)\), where \( \Gamma \) is a mapping from variables to types and \( \tau \) is the type of \( v \). The modified \( \downarrow^a \), also covering the modifications of Sec. 5.5, is given in Fig. 2.

The typing \( \Gamma \) is also added to program configurations; the type \( \Gamma(x) \) is updated whenever \( x \) is assigned to. The extended abstract semantics is given in Fig. 3. We call a program well-structured if its execution according to the abstract semantics never gets stuck, i.e. no such configuration is reachable where there is still a program \( P \), but no outgoing transitions. Also, a well-structured program must satisfy the constraints on the final types of variables, as stated above (for variables in \( \text{Var}_p \), the type may not be \( \text{key} \), and for variables in \( \text{Var}_r \), the type must be \( \text{enc}(\tau) \) for some \( \tau \). The type system still allows us to perform cryptographic operations quite freely, as long as they are not combined with operations that make use of the “actual value” of a key or a ciphertext. We are allowed to copy keys and ciphertexts from one variable to another, as well as to encrypt keys and ciphertexts (or pairs containing a key or a ciphertext as a component). Among the restrictions the inability to use the “actual value” of a ciphertext is the most significant one, but likely unavoidable, because of Sec. 5.4 (otherwise our abstract semantics has to be probabilistic as well). Also, Sec. 5.3 prohibits us making public the values of the keys, hence our type system must ensure that the keys do not end up as values of type \( \text{int} \).

**Lemma 1.** Let \( P \) be a well-structured program and \( M \) a memory. Let \((M, \Gamma, K, C, P) \leadsto (M', \Gamma', K', C', P')\). Then \( P' \) is well-structured, too.
particular, we will show that for each \( M \), the set of abstract final memories where the variables contain pairs is indistinguishable for producing key names and prepend the program with the initialization \( \bullet \). Then we rewrite all assignments and branches to expressions \( \pi \) whose first component is the original value of the variable. The plaintext integrity of the used ciphertexts, as well as (the identity of) the key used to create it, and replace the decryption with the return of the plaintext if the comparison of key identities succeeds. This modification does not change the abstract semantics of a program and changes its concrete semantics only indistinguishably.

Let \( P_1 \) be the original program. We perform the following program modifications. To simplify the presentation we assume that there are no nested expressions, i.e. in each statement \( x := e \) in the program the expression \( e \) contains just a single operation. We also assume that all guard expressions in \( \text{if}\) and \( \text{while}\) statements are just variables. First, we introduce a new variable \( \text{idk} \) of type \( \text{int} \) for producing key names and prepend the program with the initialization \( \text{idk} := 0 \). Then we rewrite all assignments and branches according to Table 1.

We see that in the modified program all variables contain pairs whose first component is the original value of the variable. The second component records the auxiliary information for eliminating decryptions:

- for keys, we record their identity;
- for ciphertexts, we record the identity of the key and the plaintext with associated auxiliary information;
- for pairs, we record the auxiliary information of both components;
- we do not record anything for integers, but still keep the second component to avoid special cases in Table 1.

### 7.1 Program modifications

We would like to apply the definition of IND-CPA (including the concealing of key identities and plaintext lengths, and security in presence of key-dependent messages), thereby changing the expressions \( \text{enc}(k, y) \) to expressions \( \text{enc}('\text{newkey}', 0) \). But we cannot apply this transformation right away — in the definition of IND-CPA the encryption keys may only be used in encryption operations (and they may also be used in arbitrary manner to create the plaintexts that are encrypted), but in our program they may also be used in decryption operations. We have to apply the definition of INT-PTXT first.

The well-structuredness of programs ensures that we only attempt to decrypt valid ciphertexts. We are not ensured that the key used for decryption is the right one. The plaintext integrity of the used encryption system guarantees that if the used key is not the correct one then the decryption almost always fails in the concrete semantics. The modifications made to the abstract semantics in Sec. 5.5 also ensure this for the abstract semantics. We can modify the program so that we record the plaintext of each ciphertext, as well as (the identity of) the key used to create it, and replace the decryption with the return of the plaintext if the comparison of key identities succeeds. This modification does not change the abstract semantics of a program and changes its concrete semantics only indistinguishably.

### 7. Security proof

Here we prove the security of \( P \) with respect to the abstract semantics of the program. The concrete semantics will change only indistinguishably. We will compare the abstract execution of \( P \) with the concrete execution of \( P \) and conclude that they run in lock-step, producing similar structures of final states (Sec. 7.2). In particular, we will show that for each \( M \), the set of abstract final states \( \mathcal{M} \), where \( (M, P) \to^* \mathcal{M} \), determines the distribution \( D \), where \( (M, P) \to^* D \). If the program \( P \) has secure information flow in the abstract setting then the program \( \tilde{P} \) is probabilistically non-interferent\(^2\). The concrete semantics of \( \tilde{P} \) is indistinguishable from the semantics of the program for an adversary that does not see the keys generated by the programs, hence \( P \) is computationally non-interferent.

### Table 1. Removing decryption operations

<table>
<thead>
<tr>
<th>before</th>
<th>after</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x := y )</td>
<td>( x := y )</td>
</tr>
<tr>
<td>( x := o(x_1, \ldots, x_k) )</td>
<td>( x := (\sigma_1(x_1), \ldots, \sigma_k(x_k)), 0) )</td>
</tr>
<tr>
<td>( x := \text{newkey} )</td>
<td>( \text{idk} := \text{idk} + 1; ) ( x := \langle \text{newkey}, \text{idk} \rangle )</td>
</tr>
<tr>
<td>( x := \text{dec}(k, y) )</td>
<td>( y := \text{dec}(k, y) )</td>
</tr>
<tr>
<td>( y := \text{enc}(\pi_1(k), \pi_2(y), (\pi_2(k), y)) )</td>
<td>( y := \pi_2(\langle \pi_1(k), \pi_2(y), (\pi_2(k), y) \rangle) )</td>
</tr>
<tr>
<td>( \text{if } b \ldots \text{while } b \ldots )</td>
<td>( \text{if } \pi_1(b) \ldots \text{while } \pi_1(b) \ldots )</td>
</tr>
</tbody>
</table>

\(^2\) The security of \( \tilde{P} \) is even information-theoretic (Sobelfeld and Sands 1999, Sec. 5), not just computational.
To finish the execution of the program with the same values of variables in \( \text{Var}_P \) as before we append to the program the statements

\[ x := \pi_1(x) \text{ for all } x \in \text{Var}_P. \]

We also must introduce the second component to all initial values of the variables. For all variables \( x \) whose initial values are used by the program we prepend \( x := (x, 0) \) to the program (By Thm. 2, all those variables have the initial type \( \text{int} \)). Let \( P \) be the resulting program. Let \( P' \) be the program \( P \) without the final statements \( x := \pi_1(x) \) for \( x \in \text{Var}_P \).

**Lemma 3.** If \( P_0 \) is a well-structured program then so is \( P \). Moreover, for each initial state the final typings \( \Gamma \) and \( \Gamma' \) of \( P_0 \) and \( P' \) are such that \( \Gamma'(x) = (\Gamma(x), \ldots) \) for all \( x \in \text{Var} \).

We have introduced the relation \( =_E \) on values — two typed values are related by \( =_E \) if they are equal or if they are both ciphertexts and have the same initial vector. We now define a more relaxed version of it: we say that \( v =_E v' \) if \( v = E v' \) or both \( v \) and \( v' \) are keys.

**Lemma 4.** Let \( M_0 \) be an initial state. If \( \langle M_0, \lambda x. \text{int}, \emptyset, \emptyset, P_0 \rangle \xrightarrow{a} M \) and \( \langle M_0, \lambda x. \text{int}, \emptyset, \emptyset, P' \rangle \xrightarrow{a} M' \) then for all \( M \in \mathcal{M} \) there exists some \( M'' \in \mathcal{M}' \), and for all \( M' \in \mathcal{M}' \) there exists some \( M \in \mathcal{M} \), such that \( M(x) =_E M'(\pi_1(x)) \).

The preceding two lemmas can be proved by constructing a (weak) bisimulation between the program configurations of \( P_0 \) and \( P' \). The transition relation is \( \xrightarrow{a} \) in both cases. A configuration of \( P_0 \) is related to a configuration of \( P' \), if

- the programs correspond to each other;
- the values and types of variables in the configuration of \( P_0 \) are related by \( =_E \) to the first components of the values and types of variables in the configuration of \( P' \);
- the key identities and recorded plaintexts in the configuration of \( P' \) correspond to the recorded ciphertext-key-plaintext triples in the configuration of \( P_0 \).

For the concrete semantics we can show the following result.

**Lemma 5.** Let \( O_1 \) [resp. \( O_2 \)] be the following oracle. On input of an initial memory \( M \) and the security parameter \( n \), it executes the program \( P_0 \) [resp. \( P' \)] on it (using \( n \) as the parameter for the algorithms \( \mathcal{K} \), \( \mathcal{E} \) and \( \mathcal{D} \)) and returns the public part of the final memory. Then no PPT algorithm \( A \) can distinguish with non-negligible advantage (in \( n \)) whether it interacts with \( O_1 \) or \( O_2 \).

Indeed, plaintext integrity of the encryption system ensures that the decryption of a ciphertext with a wrong key returns \( \perp \). The proof is again formalized by constructing a weak bisimulation between the program configurations of \( P_0 \) and \( P' \). The transition relation is \( \xrightarrow{a} \) in both cases. The bisimulation relation is similar to the proof of Lemma 4. But this time, the bisimulation is probabilistic, because the transition relation \( \xrightarrow{a} \) is. Also, the bisimulation is with error sets (Bacque et al. 2003) — two traces have to be similar only until one of them has reached a state from a certain error set. In our case the error sets correspond to situations where a ciphertext can be decrypted by a key different from the one used to create it. Such situation arises with only a negligible probability.

From a well-structured program \( P_0 \) we have now constructed a program \( P \) that is also well-structured and that is secure in the abstract or concrete setting iff the program \( P_0 \) is secure. Also, the program \( P \) contains no decryption operations. Hence it suffices to prove Theorem 2 only for programs that contain no decryptions; this, together with the given construction of the program \( P \) from the program \( P_0 \) immediately implies Theorem 2 in its full generality.

If a program \( P \) contains no decryptions then we can apply the definition of IND-CPA-security (the strongest of them in Sec. 4) of the encryption system and replace all expressions \( \text{enc}(k, y) \) in \( P \) with the expression \( \text{enc}(\text{newkey}, 0) \). Let \( \hat{P} \) be the resulting program. The concrete semantics of \( P \) and \( \hat{P} \) are indistinguishable — a result similar to Lemma 5 can be proved for \( P \) and \( \hat{P} \).

### 7.2 Similarity of executions

In this subsection we will show that the abstract execution of \( P \) and the concrete execution of \( \hat{P} \) proceed in some sense in lock-step. Whenever we talk about the concrete semantics of the program \( \hat{P} \) in this subsection, the security parameter is implicit. We are going to establish the probabilistic non-interference of \( \hat{P} \) without any qualifiers about the power of the adversaries (i.e. the advantage of any adversary is the constant function 0), hence an explicit security parameter would just clutter the notation. We start by noting the following:

**Lemma 6.** Let \( M \) be an initial memory and consider an execution \( \langle M_0, \Gamma_0, P_0 \rangle \xrightarrow{a} C_1 \xrightarrow{a} \cdots \xrightarrow{a} C_f \) where \( C_0 \) is the initial configuration \( \langle M_0, \lambda x. \text{int}, \emptyset, \emptyset, P \rangle \) and \( C_f \) is a final configuration. Then the path of that execution through the program \( P' \) (or: the values of the guard expressions at if- and while-statements) depend only on \( M \), not on the values of keys and ciphertexts generated during the execution.

Indeed, the guard expressions have to have the type \( \text{int} \), but the keys and the ciphertexts have the types \( \text{key} \) and \( \text{enc}(\tau) \), respectively, and there are no operations that can be applied to these values that could produce a value of type \( \text{int} \) (remember that \( P' \) does not contain decryptions). Similar claims about the keys and ciphertexts not affecting the control flow of the program can be made for the concrete semantics of \( \hat{P} \).

Hence for an initial memory \( M \) there exists a sequence

\[ \langle M_0, \Gamma_0, P_0 \rangle \rightarrow \langle M_1, \Gamma_1, P_1 \rangle \rightarrow \cdots \rightarrow \langle M_f, \Gamma_f \rangle \]

where \( M_0 = \{ M \} \), \( \Gamma_0 = \lambda x. \text{int} \), \( P_0 = P \), the set of memories \( \mathcal{M} \) contains all those memories that can be reached by executing \( P \) with the initial memory \( M \) for \( i \) steps, \( \Gamma_i \) is the typing of variables after these \( i \) steps and \( P_i \) is the program that is still left to execute after \( i \) steps. As the path of the execution depends only on \( M \), the typing and the remaining program are the same for all possible memories after \( i \) steps. Similarly, for the concrete semantics of \( \hat{P} \) there exists a sequence

\[ \langle D_0, \hat{P}_0 \rangle \rightarrow \langle D_1, \hat{P}_1 \rangle \rightarrow \cdots \rightarrow D_f \]

where \( D_0 \) is the probability distribution that puts all its weight on \( M \), \( \hat{P}_0 = \hat{P} \), \( D_i \) is the distribution over memories reached after \( i \) steps and \( \hat{P}_i \) is the program that is still left to execute at this point.

We are going to show that

- \( \hat{P} \) is the program \( P \), where all encryption expressions \( \text{enc}(k, x) \) are replaced with \( \text{enc}(\text{newkey}, 0) \);
- \( \langle M_i, \Gamma_i \rangle \) uniquely determine \( D_i \) (without referring to the initial memory \( M \))
- the mapping from \( \langle M, \Gamma \rangle \) to \( D \) will be such that if the public parts of the two corresponding distributions \( D', D'' \) are equal then the public parts of the corresponding distributions \( D', \hat{D}'' \) are also equal.

These claims imply the probabilistic non-interference of \( \hat{P} \). But first we have to explore the structure of the sets \( \mathcal{M} \), some more.

Given a typing \( \Gamma \) we consider the set of extended variables \( \text{EVar}_\Gamma \) that contains all "atomic" components of the variables in \( \text{Var} \), where "atomic" currently means "having type \( \text{int} \), \( \text{key} \) or \( \text{enc}(\tau) \)". I.e. we want to refer directly to the components of the
values of variables whose types are pairs. Formally, $E\text{Var}_1$ is defined by the following process:

1. Let $E\text{Var}_1 := \text{Var}$.

2. If $E\text{Var}_1$ contains some $z$, such that $\Gamma(z) = (\tau_1, \tau_2)$ then
   - Let $E\text{Var}_1 := E\text{Var}_1 \setminus \{z\} \cup \{\pi_1(z), \pi_2(z)\}$;
   - Let $\Gamma := \Gamma[\pi_1(z) \mapsto \tau_1, \pi_2(z) \mapsto \tau_2]$
   - Go to step 2.

3. Otherwise return $E\text{Var}_1$.

For some $z \in E\text{Var}_1$ and a memory $M$ whose variables are typed according to $\Gamma$ we can also define the value of $z$ in $M$.

**Lemma 7.** Let $\langle M_1, \Gamma_1, P_1 \rangle$ be an element in the sequence (1). Then the following claims hold:

- For all extended variables $z \in E\text{Var}_1$, with $\Gamma_1(z) = \text{int}$, the value of $z$ is the same in all $M \in M_1$.
- There exists a partitioning $\Pi_K$ of the set of all extended variables in $E\text{Var}_1$, with type $\text{int}$, such that for all $V \in V_0$, $z_1, z_2 \in V$ and $M \in M_1$, $M(z_1) = M(z_2)$.
- There exists a partitioning $\Pi_K$ of the set of all extended variables in $E\text{Var}_1$, with type $\text{enc}(\tau)$, such that for all $V \in V_0$, $z_1, z_2 \in V$ and $M \in M_1$, $M(z_1) = M(z_2)$.
- There exists a partitioning $\Pi_K$ of the set of all extended variables in $E\text{Var}_1$, with type $\text{enc}(\tau)$, such that for all $V \in V_0$, $z_1, z_2 \in V$ and $M \in M_1$, $M(z_1) = M(z_2)$.
- There exists a partitioning $\Pi_K$ of the set of all extended variables in $E\text{Var}_1$, with type $\text{enc}(\tau)$, such that for all $V \in V_0$, $z_1, z_2 \in V$ and $M \in M_1$, $M(z_1) = M(z_2)$.

The preceding lemma states that at each step of the computation, the values that are present in the variables of the program are the following:

- Integers whose values are fixed.
- A number of keys that may each occur several times. The pattern of copying the keys is fixed. Each key takes all possible values independently of everything else. For example, it cannot happen that the possible values of a key at a certain program point are only half of all possible values for keys, the other half being cut away by some branch statement.
- A number of ciphertexts that may each occur several times. The pattern of copying the ciphertexts is fixed. The *initial vector* of each ciphertext takes all possible values independently of everything else.

Hence the set $M_i$ is completely determined by $\Gamma_i$, the values of extended variables of type $\text{int}$ and the partitions $\Pi_K$ and $\Pi_E$.

The lemma is proved by induction over $i$, considering all possible steps that a program may make (of which there are just two — assignment and branching). The induction base is $i = 0$, the set $M_0$ contains just a single memory where all variables have the type $\text{int}$. To simplify the induction step, assume again without lessening of generality that the program contains no nested expressions and that all guard expressions are just variables (the program $P$ constructed in Sec. 7.1 does not satisfy this, so we have to introduce temporary variables to store intermediate results). Assume that the lemma holds for $M_i$. A branching step is controlled by a guard variable of type $\text{int}$ which has the same value in all memories in $M_i$, hence $M_{i+1} = M_i$ in this case. An assignment step $x := e$ can be decomposed into two parts — killing the current value of $x$ and assigning a new value to $x$. Killing $x$ simply removes the values of all extended variables derived from it from the memory $M$, thereby possibly reducing some sets in the partitions $\Pi_K$ and $\Pi_E$.

The effects of assigning a new value to $x$ depend on $e$:

- if some values are just copied around ($e$ is a variable, a pair or a projection) then new extended variables of type $\text{int}$ will contain a value that is same in all memories, and the equivalence classes of $\Pi_K$ and $\Pi_E$ may be extended with new extended variables;
- if $e$ is a key generation [resp. encryption] then $\{e\}$ will be a new equivalence class in $\Pi_K$ [resp. $\Pi_E$]; the possible values of $x$ are all possible keys [resp. have all possible initial vectors].

Recall that $P$ does not contain decryption operations.

We can now define the probability distribution $D[M, \Gamma]$ corresponding to a set of memories and a typing satisfying the conditions of Lemma 7 (hence the partitions $\Pi_K$ and $\Pi_E$ are defined). We believe that it is best described informally, by stating how a memory $M$ is constructed when the distribution $D[M, \Gamma]$ is sampled. The values of the variables in $M$ have the structure given by $\Gamma$ — there is the same set of extended variables as in the memories in $M$. The extended variables of type $\text{int}$ have the same values in $M$ as they have in $M_i$ — these variables were constants in $M$ and they are constants in $D[M, \Gamma]$. For each equivalence class $V \in \Pi_K$ we generate a key $k_V$ using the algorithm $K$ and assign the result to all extended variables in $V$. For each equivalence class $V \in \Pi_E$, we generate a new key $k$ using the algorithm $K$ and then encrypt the constant 0 with the key $k$ using the algorithm $E$; the resulting value is assigned to all extended variables in $V$. Hence the distribution $D[M, \Gamma]$ is the “Cartesian product” of a one-point distribution (assigning the values to extended variables of type $\text{int}$), a number of distributions $K(\cdot)$ and a number of distributions $E(\cdot, 0)$.

**Lemma 8.** Let $M_1, \Gamma_i$ and $D_i$ be defined as in (1) and (2). Then $D_i = D[M_1, \Gamma_i]$.

This lemma is again proved by induction over $i$, considering the possible computation steps. We omit the proof here.

We have shown that if the final sets of memories are the same for the abstract executions from initial memories $M_1$ and $M_2$ then the final distributions over memories for the concrete executions from $M_1$ and $M_2$ are the same as well. It remains to note that if just the public parts of the final sets of the memories are the same then the public parts of the final distributions are the same as well. The public part of a set of memories $M$ (together with a typing $\Gamma$, such that the conditions of Lemma 7 are satisfied) consists of

- the values of all those extended variables of type $\text{int}$ that are parts of the variables in $\text{Var}_P$;
- the initial vectors of the ciphertexts that are the values of all those extended variables of type $\text{enc}(\tau)$ that are parts of the variables in $\text{Var}_P$.

The public part of a distribution $D$ over memories is sampled simply by sampling $D$ and only taking the values of variables in $\text{Var}_P$ in the resulting distribution.

The abstract security definition states precisely that modifying only the secret inputs of an initial memory does not change the public part of the resulting final set of memories. Computational
non-interference (our security definition in the concrete setting) is a relaxation of probabilistic non-interference stating that the public part of the final distribution may not change if only the secret inputs of the initial memory change. Hence the abstract security of \( P \) implies the concrete security of \( \hat{P} \) that is equivalent to the concrete security of \( P \).

8. A new model

In this section we give a model that is simpler but equivalent (and sometimes even more permissive) than the semantics and the security definition in the framework for cryptographically masked flows, together with the constraints we gave in Sec. 6. In contrast to the presented abstract model, we can also publish the final values of keys in the new model — there are no constraints of \( \text{Var}_P \), except that it must be disjoint with \( \text{Var}_0 \). Also, the program semantics in the new model is deterministic, in this aspect it is simpler than the model of cryptographically masked flows. The main components of the new model, particularly the equivalence of abstract memories, are similar to the way the equivalence is defined for formal messages by Abadi and Rogaway (2000). It is even more similar to the subsequent development of these results by Abadi and Jürjens (2001) who were also one of the first to use formal randomness to distinguish between different encryptions of the same message with the same key in the abstractions of cryptography (another early paper was (Bodei et al. 2001), but both were influenced by the idea of confounders by Abadi (1999)).

We have to redefine the set of values. A value \( v \in \text{Val} \) is either \( \bot \) or defined by the following grammar:

\[
v := b \mid k(i) \mid \{ v \}_{(i,j)}^{(s)} \mid (v_1, v_2)
\]

where \( b \in \{0,1\}^* \) and \( i,j \in \mathbb{N} \). The value \( k(i) \) denotes the (formal) key that is produced by the \( i \)-th invocation of newkey. Similarly, \( r(j) \) is the formal randomness (or: initial vector) of the \( j \)-th ciphertext.

The semantics of operations are functions from tuples of values to values. In particular, the semantics of a normal operation \( o \) of arity \( k \) is still given by a function from \( \{\{0,1\}^*\}^k \) to \( \{0,1\}^* \). If one of the arguments is not a bit-string, the result is \( \bot \). The pairing takes two values \( v_1 \) and \( v_2 \) and returns \( (v_1, v_2) \), unless some of \( v_1, v_2 \) is \( \bot \), in which case it returns \( \bot \), too. The projections take the first or second component of a pair; if the argument of a projection is not a pair then the result is \( \bot \).

The evaluation context for expressions has to contain the number \( n_k \) of already generated keys and the number \( n_o \) of already generated ciphertexts; the values of \( n_k \) and \( n_o \) are also part of program configurations. The key generation operation newkey returns \( k(n_k + 1) \) and increments \( n_k \). The encryption operation \( \text{enc}(k, y) \) expects the value of \( k \) be \( k(i) \) for some \( i \in \mathbb{N} \). It returns \( \{ v \}_{(n_o + 1)}^{(s)} \), where \( v_0 \) is the value of \( y \), and increments \( n_o \). If the value of \( k \) is not a formal key or if the value of \( y \) is \( \bot \), it returns \( \bot \). The decryption operation expects two arguments of the form \( k(i) \) and \( \{ v \}_{(i,j)}^{(s)} \) and returns \( v \).

Again we require that in the initial memory all values are bit-strings. We define the program \( P \) to have secure information flow in our new model if for all memories \( M_1, M_2, M'_1, M'_2 \) where \( M' \) is the final memory corresponding to the initial memory \( M_1 \), \( M_1 \sim_P M_2 \) implies \( M'_1 \simeq M'_2 \). The formal equivalence \( \simeq \) of memories is defined in the same way as by Abadi and Rogaway (2000). Formally, let \( \text{visibles}(M) \subseteq \text{Val} \) be the least set such that

- if \( x \in \text{Var}_P \) then \( M(x) \in \text{visibles}(M) \);
- if \( (v_1, v_2) \in \text{visibles}(M) \) then \( v_i \in \text{visibles}(M) \);
- if \( k(i) \in \text{visibles}(M) \) and \( \{ v \}_{(i,j)}^{(s)} \in \text{visibles}(M) \) then \( v \in \text{visibles}(M) \).

Let \( \text{keys}(M) = \text{visibles}(M) \cap \{ k(i) \mid i \in \mathbb{N} \} \). Extend the set of values by

\[
v := \ldots \mid \mathcal{F}(j),\text{ }
\]

the value \( \mathcal{F}(j) \) denotes a ciphertext generated using the formal coins \( r(j) \), that the adversary is unable to decrypt. Let the pattern \( \text{pat}(v, K) \) of a value \( v \) with respect to a set of keys \( K \) be defined as follows:

\[
\text{pat}(\bot, K) = \bot
\]
\[
\text{pat}(b, K) = b
\]
\[
\text{pat}(k(i), K) = k(i)
\]
\[
\text{pat}((v_1, v_2), K) = (\text{pat}(v_1, K), \text{pat}(v_2, K))
\]
\[
\mathcal{F}(j), K = \mathcal{F}(j)
\]
\[
\text{pat}(\mathcal{F}(j), K) = \begin{cases} \{ \text{pat}(v, K) \}_{(i,j)}^{(s)} & \text{if } k(i) \in K \\ \mathcal{F}(j), & \text{if } k(i) \notin K \end{cases}
\]

Finally define \( \text{pattern}(M) : \text{Var}_P \rightarrow \text{Val} \) by

\[
\text{pattern}(M)(x) := \text{pat}(M(x), \text{keys}(M))
\]

We define two memories \( M_1 \) and \( M_2 \) as equivalent if \( \text{pattern}(M_1) \) and \( \text{pattern}(M_2) \) are \( \alpha \)-conversions of each other. I.e. there must exist permutations \( \varphi, \psi : \mathbb{N} \rightarrow \mathbb{N} \) such that if we replace each \( k(i) \) in \( \text{pattern}(M_1) \) with \( k(\varphi(i)) \) and each \( r(j) \) with \( r(\psi(j)) \), we get \( \text{pattern}(M_2) \).

The proof of computational soundness of the secure information flow in the new model is similar to the proof of soundness of cryptographically masked flows. Again we start with the removal of decryption operations by recording the name (identity) of the key alongside each key we generate, and the plaintext and the identity of the key alongside each ciphertext (the change is given in Table 1). There will be no change in the visible abstract semantics.

We can now define the “computational interpretation” of an abstract memory — a mapping from abstract memories to distributions over memories. The computational interpretation is actually identical to the one proposed by Abadi and Rogaway (2000); Adão et al. (2005). We show that the computational interpretation commutes with the computation steps in the abstract and concrete semantics — that the runs in the abstract and in the concrete model proceed in lock-step. Finally we use the result by Adão et al. (2005), stating that formal equivalence of memories implies the indistinguishability of the public parts of their computational interpretations.

Let us see some examples of secure and insecure programs according to the presented definition. Consider the following program \( k := \text{newkey} \); if \( h \) then \( l_1 := \text{enc}(k, a) \); \( l_2 := \text{enc}(k, b) \) else \( l_2 := \text{enc}(k, a) \); \( l_1 := \text{enc}(k, b) \) where \( \text{Var}_P = \{ h \} \) and \( \text{Var}_0 = \{ l_1, l_2 \} \). The quantities \( a \) and \( b \) are constants. Depending on the initial value of \( h \) (either 0 or 1), the final memories of this program will be

- \( h \rightarrow 1, k \rightarrow(k(1), l_1, l_2 := \{ a \}_{k(1)}^{(2)}, \{ b \}_{k(1)}^{(2)} \}
- \( h \rightarrow 0, k \rightarrow(k(1), l_1, l_2 := \{ a \}_{k(1)}^{(2)}, \{ b \}_{k(1)}^{(2)} \}

The patterns of the public parts are

- \( l_1 \mapsto \mathcal{F}(1), l_2 \mapsto \mathcal{F}(2) \)
- \( l_1 \mapsto \mathcal{F}(2), l_2 \mapsto \mathcal{F}(1) \).
We see that the patterns do not depend on the constants \(a\) and \(b\). Furthermore, the first of them can be \(\alpha\)-converted to the second one by letting the permutation \(\psi\) of formal randomness indices map 1 to 2 and 2 to 1. Hence the considered program is secure.

Consider now the following program:

\[
\begin{align*}
k := \text{newkey}; \ l_1 := \text{enc}(k, a); \ &\text{if } h \text{ then } l_2 := \text{enc}(k, b) \\
&\text{else } l_2 := l_1
\end{align*}
\]

with the same \(\text{Var}_{\text{FS}}, \text{Var}_{\text{RF}}, \alpha\) and \(b\) as before. Depending on the value of \(h\), the final memories of this program will be

\[
\begin{align*}
\{h \mapsto 1, k \mapsto k(1), l_1 \mapsto \{a\}_k^{(1)}, l_2 \mapsto \{b\}_k^{(2)}\}
\end{align*}
\]

and

\[
\begin{align*}
\{h \mapsto 0, k \mapsto k(1), l_1 \mapsto \{a\}_k^{(1)}, l_2 \mapsto \{a\}_k^{(1)}\}
\end{align*}
\]

The patterns of the public parts are

\[
\{l_1 \mapsto a^{(1)}, l_2 \mapsto a^{(2)}\}
\]

and

\[
\{l_1 \mapsto a^{(1)}, l_2 \mapsto a^{(1)}\}
\]

As there exists no \(\alpha\)-conversion between these possible patterns, the program is not secure. Indeed, the value of \(h\) can be determined by considering the equality of \(l_1\) and \(l_2\).

9. Related work

Cryptographically masked flows were proposed by Askarov et al. (2006) along with a type system for checking the security of information flow. Askarov and Sabelfeld (2007) considered the release of keys in this framework, using it to provide a mechanism for declassification.

In quite general terms, the topic of this paper is secure information flow. A semi-recent overview of this topic is given by Sabelfeld and Myers (2003). The handling of encryption and publishing the ciphertexts is also closely connected to the topic of declassification, a good overview of which is given by Sabelfeld and Sands (2005).

In this paper we have searched for abstractions of cryptography; we have been particularly concerned with the soundness of such abstractions. The most well-known and celebrated abstraction of cryptography is without doubt the Dolev-Yao model (Dolev and Yao 1983) that abstracts the cryptographic messages by terms in a free algebra and lists all possible means to derive new messages from the known ones. The Dolev-Yao model even appears in this paper, in Sec. 8. The question on the soundness has been unanswered for a long time, the first well-known results connecting it to the computational model were given by Abadi and Rogaway (2000). Abadi and Rogaway (2000) considered only passive adversaries, but the soundness (for integrity properties) in the presence of active adversaries was shown by Cortier and Warinschi (2005). Another, earlier soundness proof was given by Herzog (2002), but this proof required plaintext aware encryption systems for which no constructions without random oracles are known. Also, a comprehensive soundness result was established by the presentation of the universally composable cryptographic library (Backes et al. 2003) showing that minor adjustments to the Dolev-Yao model indeed cause it to reflect all observable properties of the computational model. Still, those results about the Dolev-Yao model do not carry that easily over to cryptographically masked flows.

Recently, some other abstractions of the encryption functionality have appeared, although the focus of these works has been different — an information-hiding and integrity-preserving construction has been proposed and then it is shown how to implement it using cryptographic primitives. Vaughan and Zdancewic (2007) have proposed an information-packing primitive that declassifies its argument from its original security level to the lowest level, but at the same time preserves its confidentiality and integrity as if it had not been declassified. The packing primitive is integrated into the decentralized label model (Myers 1999) and implemented using public-key encryption and signatures. Fournet and Rezk (2008) give a sound implementation of the shared memory security model (stated which principal is allowed to read or write which variables) using cryptography (again, public-key encryption and signatures).

The soundness of the implementation is shown using language-based techniques, by giving type systems for secure information flow for both the source and target languages (which may be of independent interest) and showing that the translation preserves typing.

10. Discussion

This paper has demonstrated the limits of cryptographically masked flows. Some of them are quite natural (e.g., the handling of keys), but one of them in particular may seem excessive, partly because the program analyses working directly on the computational semantics (Laud 2001, 2003; Laud and Vene 2005) do not have that limit. We are concerned about the inability to use the “actual values” of ciphertexts in arbitrary computations.

Still, as Sec. 5.4 demonstrated, we likely cannot allow the arbitrary handling of random values (in the concrete semantics), unless these values are somehow randomly generated in the abstract semantics as well. Models where the encryption is replaced with random number generation have been considered (Smith and Alpízar 2006) and they would be quite similar to the programs that we get after performing the replacement of the real functionality of the encryption primitive with the ideal functionality. If we also want to have decryption operations in such a model then we have to keep a table of plaintext-key-ciphertext pairs that have occurred in the course of the computation, similarly to the modifications of the abstract semantics in Sec. 5.5. The practical value of such abstract model is strongly dependent on the available tool support. Fortunately, tools for arguing about stochastic programs will suffice; the tools do not have to deal with the cryptographic effects because these have been abstracted away.
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